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This paper presents the design and implementation of Scribe, a comprehensive voice processing and handwriting interface for
voice assistants. Distinct from prior works, Scribe is a precise tracking interface that can co-exist with the voice interface on
low sampling rate voice assistants. Scribe can be used for 3D free-form drawing, writing, and motion tracking for gaming.
Taking handwriting as a specific application, it can also capture natural strokes and the individualized style of writing while
occupying only a single frequency. The core technique includes an accurate acoustic ranging method called Cross Frequency
Continuous Wave (CFCW) sonar, enabling voice assistants to use ultrasound as a ranging signal while using the regular
microphone system of voice assistants as a receiver. We also design a new optimization algorithm that only requires a single
frequency for time difference of arrival. Scribe prototype achieves 73 𝜇m of median error for 1D ranging and 1.4 mm of median
error in 3D tracking of an acoustic beacon using the microphone array used in voice assistants. Our implementation of an
in-air handwriting interface achieves 94.1% accuracy with automatic handwriting-to-text software, similar to writing on
paper (96.6%). At the same time, the error rate of voice-based user authentication only increases from 6.26% to 8.28%.
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1 INTRODUCTION
Voice assistants, such as Amazon Echo, Google Home, and Apple Siri, have become the fastest-growing consumer
technology ever, with growth faster than smartphones [7, 54]. Nearly 50% of U.S. households have voice-enabled
smart speakers, and more than 157 million such devices are sold in the US alone to date [1]. Naturally, voice
interfaces are evolving to become the default interface to smart environments and home automation. This gives
rise to an ecosystem of innovative acoustic sensing and perception capabilities around these devices beyond
traditional speech recognition. A predominant set of these techniques repurposes this acoustic interface for various
motion tracking with an active sound source or its reflections [33, 51, 60, 71, 88]. However, these techniques fail to
coexist with the primary functionality of the voice interfaces – voice activation. They require exclusive access to
the microphones and therefore disrupt voice assistants’ default behavior of continuous wake-word detection and
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Fig. 1. Scribe enables voice assistants to recover handwritten notes, signatures, and trajectories using an acoustic stylus. It
can be used to sign a payment using two-factor authentication.

subsequent speech recognition. To be adopted by the existing infrastructure of voice-first devices, motion-based
applications should be transparent to voice processing on these devices. This paper aims to introduce this novel
capability of simultaneous voice and motion interfacing on voice assistants. Our technique, however, does not
compromise on the state-of-the-art motion tracking accuracy while keeping the speech recognition performance
unaltered. We demonstrate this dual functionality through a full-fledged natural handwriting interface on voice
assistants, called Scribe.

A natural handwriting and sketching interface on voice assistants opens up a new range of applications that
was difficult to imagine before. As shown in Figure 1, possible applications will include taking notes during a
phone conversation over voice assistants or draw simple sketches. If executed well, a handwriting interface can
capture features of a personalized writing and even user’s physical signature for online payments. It can also
enable search with a combination of verbal description and sketch (e.g. "Alexa, which North American tree has
dark green leaf like this 〈draws a rough sketch of the leaf 〉"). In security applications, the simultaneous voice and
handwriting interface can be a tool for two factor authentication and challenge-response based user verification
and liveness detection. While a wide variety of novel applications are possible, a practical implementation of such
a system needs to meet several challenges.

With the advent of smart devices, several techniques have been proposed to enable a virtual writing interface in
the air [48, 53, 70, 87]. While writing recognizable words is possible with these techniques, they are far from being
a natural handwriting interface. Unlike written or drawn on paper or a tablet screen, these in-air writing interfaces
can not capture the individualized style of writing or replicate the precise strokes of a drawing. We ask the
question, Is it possible to develop a virtual interface in-air to write effortlessly using natural handwriting? The voice
assistants come with a well-designed acoustic frontend including a planar microphone array ideal for localization
and spatial analysis of sound. Still, it is challenging to capture the natural strokes of spontaneous handwriting.
The personalized style of handwriting includes subtle sub-mm movements of the pen tip continuously moving
in the air. Moreover, handwriting recovery will need to translate the arbitrary 3D trajectory of the pen to a 2D
writing recognizable by humans and machines. We address the first challenge in our system by developing a novel
motion-tracking technique and the second challenge using a sequence of post-processing methods customized
for the handwriting interface.
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The latest techniques for contactless motion detection build on the principles of active sonar. The Frequency
Modulated Continuous Wave (FMCW) sonar technique is particularly effective for detecting small motions due
to its high sensitivity and range resolution. Here an acoustic speaker generates a chirp signal with continuously
varying frequency within a fixed bandwidth and the receiving microphone detects the distance of the source from
the phase delay of the received chirp. However, the resolution of the FMCW sonar depends on the slope of the chirp
which is limited by its bandwidth. The speaker-microphone system of smart speakers has an overall bandwidth
of around 24 kHz [71] which can potentially lead to a fine resolution for gesture recognition. Unfortunately, the
vast majority of this frequency range falls within the human audible range, and thus sending a probing signal
in this frequency range leads to loud and disturbing noise. Therefore, past works on acoustic motion detection
systems limit the probing signal to use only frequencies above 18 kHz, which is partially inaudible to adults.
While it drastically narrows down the available bandwidth to only 6 kHz (i.e., frequencies between 18 to 24 kHz
[89]) and degrades range resolution, younger people still show sensitivity to sound in this range — ultimately
defeating the purpose of both high resolution and inaudibility.

Scribe addresses this limitation by using a very high-frequency ultrasound signal of unrestricted bandwidth
for ranging. Although regular voice assistants are not capable of receiving ultrasound signals, we show that
the inherent non-linearity present in the off-the-shelf microphone systems provides a natural multiplication
operation in the acoustic signal path. If signals are carefully designed, they can leverage this implicit multiplication
operation to shift down a high-frequency signal to the low-frequency band, which the microphone can readily
record without any modification to the hardware. We build on this intuition to develop our cross-frequency
continuous wave sonar that generates ultrasound for ranging but receives and processes the signal at the regular
audible range in the off-the-shelf voice assistants. Note that the built-in speakers of a voice assistant can not
produce these high-frequency ultrasound signals. We design an external add-on speaker module capable of
producing ultrasound signals. This speaker module operates as a stand-alone external speaker connected through
the audio port of the smart speaker. Along with the low-latency high-resolution 3D trajectory tracking, Scribe
applies geometric mesh parameterization technique to recover the handwriting from an arbitrary virtual 3D
surface to a flattened projection on a 2D plane. The post-processing eliminates any stray trajectory due to pen-lift
and unwanted movements of the pen.

In addition to handwriting detection, the core ranging and localization with the cross-frequency sonar can lead
to applications that require high-resolution tracking. Examples include teleoperation and remote surgery with
precise hand motion tracking, real-time orientation estimations for AR/VR systems, and bodily vibration and
tremor detection. While several opportunities for applications open up, this paper focuses on developing the
core capabilities and assessing the limits of CFCW sonar and Scribe systems. We have made the following three
specific contributions at the current stage of this project:
• Designed, implemented, and evaluated the cross-frequency continuous wave sonar that enables unmodified
acoustic devices to receive ultrasound ranging signals while operating on the audible frequency range.

• Developed a sequence of processing methods to recover handwriting from 3D trajectory drawn in the air. The
output produces handwriting that retains the individualized writing styles and legible to humans as well as
machines.

• Implemented a hardware/software prototype of the end-to-end system for the community to reproduce,
evaluate, and build on the Scribe system.

2 PRIMER: LOCATION FROM PHASE
Distance estimation is a fundamental building block of localization, and its accuracy depends on the Time of
Flight (ToF) estimation. The phase of a coherent signal is a measurable parameter that continuously changes
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Fig. 2. (a) The phase offset caused by interference leads to a distance offset. (b) Phase offset on low-frequency signal. (c)
Phase offset on high-frequency signal. (d) Distance offset caused by interference is proportional to the inverse of frequency.
High-frequency signal is more robust to interference in distance tracking.

over time. Therefore, if the phase of the received signal is estimated correctly, it can tell the time delay of signal
propagation or the ToF from its origin at the beacon. When transmitting a pure tone, the received signal can be
represented as 𝑆𝑅 = 𝑠𝑖𝑛(2𝜋 𝑓 (𝑡 − 𝑡𝑝 )). Here 𝑓 is the frequency of the signal, and 𝑡𝑝 is the time delay of propagation.
Through analyzing the phase of recorded signal 2𝜋 𝑓 𝑡𝑝 , we can calculate the time of arrival 𝑡𝑝 . The phase shift
of two adjacent samples can be formulated as Δ𝜙 = 2𝜋 𝑓 Δ𝑑/𝑐 , where Δ𝑑 is the distance change within the time
period and c is the speed of sound.

2.1 Advantage of Pure-Tone Based Ranging
FMCW is a widely accepted technique for ranging and localization. However, it has two limitations. FMCW
transmits a chirp that occupies a wide frequency band, and the resolution of distance tracking is proportional to
𝑐
𝐵
, where 𝑐 is speed of sound and 𝐵 is the bandwidth of chirp. To achieve higher resolution, a wide frequency

band is occupied. If the band overlaps with the 0-8kHz frequency band of voice, it disables the voice interface.
Existing works use near-ultrasound frequency band for the chirp, but not all the devices support near-ultrasound
frequency band. Voice assistants such as Amazon Alexa and Amazon Echo only support 0-8kHz frequency band.
Similar to FMCW, Time-of-Arrival (ToA) and Time-Difference-of-Arrival (TDoA) also require a wide frequency
band for precise correlation. The advantage of pure-tone based ranging is that it only requires one frequency,
minimizing the interference with voice interface and other applications requiring a wide frequency band.

2.2 Advantages of High-Frequency Signal
2.2.1 Distance resolution is proportional to the frequency. The sensitivity of distance measurement using phase
depends on the wavelength of the signal as the phase changes 2𝜋 radian per wavelength. With same distance
change, a larger phase change is shown in higher frequency signal. The microphones of the voice assistants
operate at the low-frequency audible signals of longer wavelength leading to poor ranging and localization
performance.

2.2.2 High-frequency signal leads to smaller distance offset under interference. Let us assume that the interference
caused by environmental noise or multipath creates an indirect path with a lower amplitude than the direct path
in phase domain. With same distance change, Figure 2 shows the complex representation of phase change for
both high-frequency and low-frequency signal. The line-of-sight path is shown in blue and the interference is
shown in red. The sum of the signal in green is the captured phase at the receiver side. Suppose the object moves
in distance 𝑑 , the theoretical phase shift is 𝑒2𝜋 𝑓 𝑑/𝑐 . The maximum phase error Δ𝜙 caused by the interference is
𝑠𝑖𝑛−1 (𝐴2

𝐴1
) [70]. Figure 2(b) and (c) shows the phase offsets on low and high frequencies. Although the largest

phase offsets in low frequency and high frequency are the same, the distance offset caused by the phase offset is
proportional to the inverse of frequency. If we convert the phase offset to distance offset, Δ𝑑 =

Δ𝜙𝑐
2𝜋 𝑓 . Figure 2 (d)
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Fig. 3. System overview of Scribe.

shows the distance error as a function of 𝐴2/𝐴1 and frequency. The key observation is the distance offset caused
by interference is proportional to the inverse of frequency. In other words, the high-frequency signal is more
robust to interference in distance tracking.

2.3 Challenges of Pure Tone-based Ranging
2.3.1 Vulnerable to multipath distortion. Unmodulated pure tone-based systems suffer from an environmental
multipath effect that degrades the phase accuracy of the signal. Although pure tone ranging is accurate, multipath
fading severely impacts the accuracy. The non-line-of-sight signals fall in the same frequency. This inseparable
overlap interferes with the phase values, leading to inaccurate distance estimation.

2.3.2 Inability to obtain initial distance. While pure-tone based ranging can capture precise distance change, it
cannot capture the absolute initial distance due to phase wrapping. The phase of absolute distance is 2𝑛𝜋 + 𝜙 ,
phase tracking can only capture 𝜙 , without information of the number of wrapping 𝑛. We address these limitations
in our novel ranging technique explained next.

3 CROSS-FREQUENCY SONAR DESIGN
Scribe develops an acoustic ranging method that uses two completely separate bands for the transmit signal and
received signal – leading to the ranging technique we call Cross-Frequency Continuous Wave (CFCW) sonar.
If works, CFCW sonar can introduce several crucial advantages to sensing applications with these household
devices. (a) (Accuracy) Given it can leverage high-frequency ultrasound signals for ranging, it can have orders
of magnitude higher accuracy compared to audible frequency-based techniques. (b) (Inaudibility) It allows
accessing a wide band of inaudible frequencies with regular microphones, while existing techniques can only
use a small band of ‘near-ultrasound’ frequencies between 18-24 kHz. (c) (Power and hardware simplicity)
CFCW sonar operates at a low frequency which requires lower sampling rates. It offers similar accuracy to
ultrasound with low complexity hardware as the power consumption and processing and storage requirements
of the platform increase with the frequency of operation.

The CFCW sonar leverages implicit frequency translation possible in regular microphones. It carefully designs
its ultra-sound transmit signals such that they can leverage the fundamental nonlinearity in microphones for
automatic down conversion of the signals to the low-frequency recording range of the microphones. While
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Fig. 5. (a) Spectrogram and (b) FFT of the signal captured by Amazon Echo Dot voice assistant.

nonlinear frequency conversion enables the core CFCW technique, it requires further signal design to eliminate
environmental effects for effective distance tracking and start point detection for Scribe. The system is illustrated
as Figure 3. We explain the step-by-step signal model next.

3.1 Implicit Frequency and Phase Translation
3.1.1 Microphone non-linearity primer. Commonly microphone is a linear system, which means the signal
recorded by the microphone is a linear combination of the input signals. If the input signal is 𝑆 , the recorded
signal 𝑆𝑜𝑢𝑡 is 𝑆𝑜𝑢𝑡 = 𝐴1𝑆 , where𝐴1 is the complex gain. However, as introduced in Backdoor [59], the microphone
shows non-linearity when the frequency of the input signal is above 25𝑘𝐻𝑧. The recorded signal 𝑆𝑜𝑢𝑡 can be
modeled as 𝑆𝑜𝑢𝑡 =

∑𝑁
𝑛=1𝐴𝑛𝑆

𝑛 . Since the third and upper terms are too weak and thus can be ignored, the 𝑆𝑜𝑢𝑡
can be represented as 𝑆𝑜𝑢𝑡 = 𝐴1𝑆 +𝐴2𝑆

2. As shown in Figure 4, we transmit two ultrasound pure tones together
as 𝑆 = 𝑠𝑖𝑛(2𝜋 𝑓1𝑡) + 𝑠𝑖𝑛(2𝜋 𝑓2𝑡), where 𝑓1 and 𝑓2 are 45kHz and 38kHz. With nonlinearity of microphone, the
recorded signal also includes the components produced by 𝑆2, which are 𝑓1 + 𝑓2 and 𝑓1 − 𝑓2. While 𝑓1 + 𝑓2 is
higher than the threshold that can be recorded by the off-the-shelf microphones, 𝑓1 − 𝑓2 can be recorded with
proper selection of frequencies, as shown in Figure 4(a). We further measure the non-linearity of omnidirectional
ADMP401 MEMS microphones [24] with a sampling rate of 100kHz. A down-shifted frequency in audible band is
created with non-linearity of microphone which aligns with the theory. Next, we experimentally verify whether
an off-the-shelf device can show such implicit frequency shift. We exposed an Amazon Echo Dot voice assistant
with the dual high-frequency signals and recorded the shifted signal. Frequency-domain analysis of the recorded
signal is shown in Figure 4(b). We also verify that the Amazon Echo Dot device can simultaneously record the
human voice along with the shifted tracking signal as shown in Figure 5.
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Interestingly, if phase change is happened in frequency 𝑓1, the phase change can be mapped to the down-converted
frequency 𝑓1− 𝑓2. As 𝑆 = 𝑠𝑖𝑛(2𝜋 𝑓1𝑡 +𝜙) +𝑠𝑖𝑛(2𝜋 𝑓2𝑡), the received signal at frequency 𝑓1− 𝑓2 is 𝑠𝑖𝑛(2𝜋 (𝑓1− 𝑓2)𝑡 +𝜙).
Therefore, we map the phase of frequency 𝑓1 on 𝑓1 − 𝑓2 by down-converting the frequency using non-linearity of
microphone. Here we call 𝑓1 as primary channel and 𝑓2 as secondary channel. The primary signal source acts as an
acoustic beacon attached to the target object. The secondary signal source is fixed using an add-on module to the
voice assistant. The secondary source emits a low-power signal that illuminates only the microphone array of the
voice assistant. These signals combine inside the microphones to create a different signal that carries the phase
offset between the primary and secondary tones. The phase difference is due to the distance of the target from the
voice assistant. Figure 6(a) shows the working principle for distance estimation using the phase-based method on
the implicitly shifted low frequency. In Figure 6(b), we show the unwrapped phases of primary ultrasound signal,
secondary ultrasound signal, and implicitly produced low-frequency signal. The frequency of the secondary
signal is almost constant with a only small variation within 0.02 radian due to the environmental interference.
The phases of primary ultrasound signal and the down-converted signal follow the same trends, with negligible
difference because of the variation of phase from secondary signal as well as the different noise level. Figure
7(a) shows a physical setup to leverage the dual-frequency model of the CFCW sonar. Note that the location
of the secondary signal is crucial. Although we assume the secondary signal only illuminates the microphone
array, the microphone array itself also acts as a reflector to induce multipath, as well as the objects around it,
such as the surface of the table. Therefore, we need to select the location that has most negligible multipath. We
simulate the ray tracing from secondary speaker to the microphones on the smart speaker in COMSOL, when the
secondary speaker faces in parallel with the surface of smart speaker or faces towards it vertically. In the scene,
the smart speaker is put on a table, and human’s hand is writing on the top of the smart speaker. Figure 7(b)
shows the impulse response from two situations. From the simulation, we found when the secondary signal is in
parallel with the surface of smart speaker, the reflection from the objects is smaller. This is because the surface of
the table acts as a reflector and induces more multipath when the secondary speaker faces to the smart speaker
vertically. Based on this result, we select the location of the secondary speaker as parallel to the smart speaker.

3.2 Multipath Avoidance
3.2.1 Line-of-sight extraction. Scribe relies on the accurate phase estimation of the signal for ToF measurement,
however phase of the received signal can be severely affected by environmental effects of which multipath
signal propagation is the most significant. Multipath is a natural phenomenon where a signal, after leaving the
transmitter, reflects off objects in the environment to create replicas and the replicas propagate through paths of
different delays before combining at the receiver. The lengths of these individual paths decide the phase delays of
the replicas and therefore their superimposition leads to an unknown amplitude and phase of the received signal.
For location tracking, Scribe requires the phase of the direct line-of-sight (LOS) path, but any non-line-of-sight
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(NLOS) path can introduce an unpredictable error to the phase. However, note that there is only one LOS path,
and its length is shorter than all NLOS paths. NLOS paths are indirect paths and therefore arrive at the receiver
later than the LOS signal. This provides a window of opportunity to extract the undistorted phase from the LOS
path before the multipath replicas superimpose on this signal as explained next. Potentially the phase estimation
system can use a part of the signal clear from multipath superposition to get an accurate phase of the transmit
signal.

Theoretically, in a pulse-based probing signal, there exists a time window when only the LOS signal is present
at the receiving sensor. Figure 8(b) compares the unwrapped phases from only WIN-LOS and with WIN-NLOS.
Unexpected jitters in phase happen when extracting phases including the NLOS. The length of this time window,
shown asWIN-LOS in Figure 8(a), is equal to the delay of the first NLOS path which is an unknown environmental
parameter. The smallest delay of the NLOS path, which leads to the smallest size of the time window, is related to
the distance of the closest large objects to the device. Another parameter that impacts the worst-case estimate
of the time-window WIN-LOS is the FFT resolution. Scribe estimates the phase by first calculating the FFT
coefficients of the time series data of length WIN-LOS seconds. This signal is sampled by the microphone at 16
kHz standard sample rate of Alexa) after the nonlinear conversion of the ultrasound signal. A too-short WIN-LOS
will lead to wider FFT bins combing a wider band of frequencies to the same bin. At the baseband, the microphone
also records ambient sounds, such as human voices and other household noise. The energy of these sounds is
mostly limited within 4 kHz [76] and the CFCW signal is mapped to 7 kHz at the baseband. Therefore, we limit
the FFT bin width to a maximum of 2 kHz, which in turn limits the minimum size of WIN-LOS to 0.5 ms. In
other words, in an ideal case, there should not be a reflector that can create a NLOS signal that has a delay of
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within 0.5ms relative to the LOS signal. With a speed of around 340m/s, 0.5ms is mapped to 17cm of distance for
sound transmitting in the air, which indicates the distance of the NLOS path should be at least 17cm longer than
the LOS path. Within 17cm of distance difference, the most possible and strongest reflector is the hand holding
the stylus. Note that we do not need to eliminate the reflection from the hand, as it follows the same trajectory
as the stylus, thus causing a similar phase change. Although we can extract an accurate phase by only using
WIN-LOS for phase extraction, the lasting WIN-NLOS will pollute the following signals, stopping us to find the
next WIN-LOS for accurate phase extraction. To solve this problem, we design a pulsed signal that can hop to
a different frequency to avoid delayed NLOS signals. As explained next, the CFCW receiver can continuously
operate on a constant frequency while the ultrasound-ranging signals hop.
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Fig. 9. (a) An illustration of transparent frequency hopping. Although the transmitted frequencies keep changing, the
frequency of the received signal is constant. The spurious signal does not interfere with the frequency of tracking. (b) FFT of
the signal captured by microphone with a sampling rate of 100kHz. (c) Spectrogram of the captured signal below 8kHz.

3.2.2 Transparent frequency hopping. In CFCW sonar, the received frequency 𝑓𝑟𝑐𝑣 is different from the dual
frequencies This spurious frequency𝑓𝑠𝑡𝑦 and 𝑓𝑏𝑎𝑠𝑒 ) transmitted in the air and it is equal to the difference between
the two transmitted frequencies (𝑓𝑟𝑐𝑣 = 𝑓𝑠𝑡𝑦 − 𝑓𝑏𝑎𝑠𝑒 ). Therefore, if the transmitted frequencies change in a
synchronized way to maintain a constant difference between them, the received signal will remain constant. In
other words, we can design a frequency hopping for the transmitted signal pair while its effect is transparent to
the received signal. We used this observation to avoid multipath in the CFCW sonar.

The dynamic multipath distortion is primarily caused by the 𝑓𝑠𝑡𝑦 signal source, which is facing towards the voice
interface, changes location over time, and is of relatively higher power to have stronger NLOS reflections. The 𝑓𝑏𝑎𝑠𝑒
signal source, on the other hand, is placed in a static location only a few centimeters away from the microphone
array. Moreover, the power of the 𝑓𝑏𝑎𝑠𝑒 signal is kept low – just enough to reach all the microphones in the array
– making NLOS multipath from this signal too weak to cause a significant impact on the received difference
signal. During the signal transmission process, 𝑓𝑠𝑡𝑦 and 𝑓𝑏𝑎𝑠𝑒 signals hop to new values 𝑓𝑠𝑡𝑦 and 𝑓𝑏𝑎𝑠𝑒 respectively.
Although the frequency of transmitted signals keep changing, the received CFCW frequency 𝑓𝑟𝑐𝑣 is constant
as long as 𝑓𝑠𝑡𝑦 − 𝑓𝑏𝑎𝑠𝑒 does not change. More importantly, during frequency hopping, the multipath also only
produces out-of-band noise, without interfere with frequency for tracking. As shown in Figure 9(a), the delayed
NLOS components of 𝑓𝑠𝑡𝑦 mixes only with the current 𝑓𝑏𝑎𝑠𝑒 to create a spurious signal at frequency (𝑓𝑠𝑡𝑦 − 𝑓𝑏𝑎𝑠𝑒 ).
This spurious frequency has a clear gap between the frequency for tracking, leaving tracking unaffected by the
multipath effect. As an experimental validation, we record the received signal using 100kHz sampling rate to
capture both ultrasound and audible components. As shown in Figure 9(b), the spurious frequencies caused
by multipath are on 4kHz and 10kHz, with a clear gap between the 7kHz component for tracking. Figure 9(c)
shows the spectrogram of the frequency band below 8kHz. This transparent frequency hopping-based multipath
avoidance hops transmitter’s frequencies to new values together every 3 ms. Since we are transmitting two
ultrasound signals in the air, only when the microphone captures the two signals simultaneously, a down-
converted audible band signal can be created. To make sure there is an overlap between the two transmitted
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signals with a supported distance of 70cm, we set a rate of frames 333 per second. It takes 2ms for the primary
signal to arrive at the microphone in 70cm of distance. We leave another 1 ms for phase extraction, resulting in a
frame rate of 333. In summary, different from pure tone-based tracking that has NLOS signals fall in the same
frequency, CFCW shifts NLOS signals to different frequencies to mitigate the NLOS interference. At the same
time, CFCW built in with the advantages of high-frequency pure tone-based tracking, including only occupying
one frequency, having high distance resolution, and more resilient to interference.

3.2.3 Phase unwrapping. Phase unwrapping is a classical approach to recover the original phase value from
the wrapped phase value. The phase value is wrapped within [−𝜋, 𝜋], and the goal of phase unwrapping is to
reconstruct the continuous phase by removing the "sudden jumps". The true phase (i.e., true phase without
wrapping) can be reconstructed as long as the difference between the subsequent phases is less than 𝜋 . To satisfy
this condition, we need to guarantee the speed is less than 𝑐

2𝑓1Δ𝑇 . With a 𝑓𝑠𝑡𝑦 40kHz and Δ𝑇 3ms, the maximum
speed is 1.41m/s. It is revealed that the peak velocity of hand movement is 2.7m/s, and the peak velocity of hand
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Fig. 10. (a) Traditional phase unwrapping results in sudden speed changes. Phase changes more than 𝜋 when the speed
exceeds 1.41m/s. (b) A comparison of distance tracking with and without speed-based phase unwrapping when the speed of
movement exceeds 1.41m/s.

gesture is 1.8m/s [23]. Meaning our system can result in an error when the moving speed is high, limiting us
to achieve high accuracy with even higher frequency. To solve this problem, we induce speed to estimate the
direction of phase rotation. Since the hand movement is continuous, the speed of hand movement also varies
continuously, without a sudden jump. For example, the speed of hand movement cannot have a sudden change
from 1.5m/s to -1.5m/s within milliseconds. Therefore, when we find a sudden speed change from above 1m/s to
a negative speed from the unwrapped phases, it indicates that the speed exceeds 1.41m/s and the phase change is
larger than 𝜋 . Based on the speed information, we identify the direction of phase unwrapping between clockwise
and anti-clockwise. Ideally, when the speed was over 1m/s in the last samples and was not decreasing dramatically,
it is more likely the phase is rotating anti-clockwise. Otherwise, when the speed was over 1m/s in the last samples
and suddenly decrease to a negative speed, it is rotating clockwise. By inferring the direction of phase change
using speed, we only require the absolute difference between subsequent phases to be within 2𝜋 , thus the highest
speed we can support is 2.83m/s. As shown in Figure 10(a), when the speed of movement exceeds the threshold,
simply unwrapping the phases results in a sudden speed change. We detect the sudden speed changes and correct
the direction of phase unwrapping continuously. Figure 10(b) shows a comparison between simply unwrapping
the phase and applying speed-based phase unwrapping.

3.2.4 Why synchronization is not required? We do not require synchronization between transmitters and receivers.
First of all, even with synchronization, we still cannot find the initial distance by using a single frequency. A
precise correlation for ToF requires a wide band of frequency. To get the absolute distance for localization, we
design an algorithm to detect the distance at the start point without the requirement of synchronization or a
wide band signal as we explain next.
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Fig. 11. Signature with (a) correct start point and (b,c,d) with start point offsets up to 45cm. The handwriting only rotates
and shrinks, with the correct shape of handwriting.

3.3 Start Point Detection
To get the 3D trajectory matches with the ground truth, we need an accurate start point for the initial distance.
However, as an application of handwriting system, we are concerned with the shape of the writing, which
mainly profiles the relative instead of absolute spatial distances between samples. As shown in Figure 11, we
experimentally give the wrong start points with an offset of up to 45cm. Although the handwriting rotates and
shrinks, the overall shape of the writing remains the same. However, to better evaluate the 3D tracking accuracy,
we design a start point detection algorithm for 3D tracking applications that require absolute locations.

Without synchronization between transmitters and receivers, our start point detection algorithm builds on a
traditional approach called Time Difference of Arrival (TDoA). TDoA approach locates a target at intersections of
hyperbolas or hyperboloids that are generated with foci at each fixed receiver of a pair. Existing algorithm of
estimating the time delay between two receivers is to find the time samples that have highest correlation between
the transmitted and received signals. However, the time delay is not precise enough due to two reasons: (1) The
time resolution of the correlation is limited by the sampling rate of received signal. (2) A precise correlation
requires a sharp pulse as transmit signal, which requires a wide frequency band. Unfortunately, using wide
frequency band hinders the co-existence between voice interface and tracking for low sampling rate devices like
voice assistants. Since the distance between the microphones is only 3.6cm on voice assistants, the distance drift
causes even larger error on location estimation.

To address the issue mentioned above, we take advantage of the precise phase from CFCW sonar. Suppose the
wrapped phase difference captured by a microphone pair is 𝜃𝑖 𝑗 , and the true phase difference is 2𝑛𝜋 + 𝜃𝑖 𝑗 , where
𝑛 is the number of wrapping. Based on the theory of triangle, the maximum distance difference from speaker
to two microphones is the distance between two microphones. Thus, suppose the range between the pair of
microphones is 𝑑 and the wave length of signal is 𝜆, we can define the range of 𝑛 as 𝑛 ∈ [−𝑑

𝜆
, 𝑑
𝜆
], where n is an

integer. We find that with multiple pairs of microphones, only when the vector 𝑁 map with the ground truth, the
hyperbolas can cross on the same point, i.e., the start point. In simulation, we loop through every possible 𝑁 for
microphone pairs to optimize the location 𝑃 and the corresponding error 𝐸 (𝑃). The optimized location 𝑃 is

𝑃 = argmin
𝑃

∑︁
𝑖≠𝑗

𝜆(𝑁𝑖 𝑗 +
𝜃𝑖 𝑗

2𝜋 ) − 𝑐𝜏𝑖 𝑗 (𝑃)
2 (1)

where 𝑖 and 𝑗 represents the ids of microphones, 𝜆 is the wave length, 𝑁𝑖 𝑗 is the number of phase wrapping
for time difference of arrival 𝜏𝑖 𝑗 , 𝑐 is speed of sound, and 𝜃𝑖 𝑗 is the captured phase difference between two
microphones, i.e., 𝜃𝑖 − 𝜃 𝑗 . As shown in Figure 12, although there are many other replica peaks, only the true start
point has the minimum optimization error. Therefore, our optimization problem aims to find �̂� and 𝑃 that gives
the minimum error. Since bruteforcely looping all possible 𝑁 is computationally heavy, the optimization boils
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Fig. 12. The optimization error.

down to the minimization of

𝑃, �̂� = argmin
𝑃,𝑁

∑︁
𝑖≠𝑗

𝜆(𝑁𝑖 𝑗 +
𝜃𝑖 𝑗

2𝜋 ) − 𝑐𝜏𝑖 𝑗 (𝑃)
2 (2)

where 𝑁 ∈ [ −𝐷
𝜆
, 𝐷
𝜆
] and 𝐷 is the vector of distance between each pair of microphones. As shown in Figure 12,

this objective function is non-convex, with many local minima. Moreover, this function is discrete, with 𝑁 as
integers. To solve this challenge, we apply a non-convex optimization algorithm called genetic algorithm [50]
that also accept integer parameters. By minimizing the loss, we optimize the 𝑁 and 𝑃 simultaneously to find
the true start point with global minima. This approach frees up the requirement of using a wide band signal to
capture the time delay for TDoA. We translate the high-precision acoustic tracking method mentioned in this
section to a handwriting interface prototype through a set of application specific techniques. Before elaborating
on these techniques in Section 5, we discuss our user study to understand the scope of the application space and
suitable form of the input device for such applications in the next section.

4 USER STUDY: FORM OF THE INPUT DEVICE AND TARGET APPLICATIONS
Scribe aims to develop an interface with the voice-first devices to capture strokes drawn or written in the air. The
system has opted for an active stylus as the input device over the existing alternative forms including hand-worn
wearable or simply using the fingers to write. The question of a suitable input device for writing or drawing in
general has been explored in the existing literature and a significant number of past studies concluded that input
by stylus is more accurate compared to that by finger [22, 47, 55, 66]. A comparative empirical analysis of finger
and pen strokes [66] shows the stylus-drawn gestures are closer to reference shapes for parameters such as the
size ratio, aperture between start point and end point, corner shape distance and intersecting points deviation,
and axial symmetry. Another paper [55], uses a 20-DoF hand kinematic model and performs an analytical study.
It shows that the stylus leads to higher precision and more isotropic motion performance. The advantage of a
stylus lies in the additional support provided with multiple fingers [9], the smaller area of the tip of the stylus
compared to the tip of a finger [66], ease to observe the motion of the tip compared to occlusion by finger [69],
and most importantly the familiarity with this mode of input as humans are taught to write with a stylus-like
devices (e.g., pens and pencils) since childhood. Interacting with smart devices using a stylus is adapted as a
natural mode compared to the index finger which has a steeper learning curve.

4.1 Process
We divided the overall user study in two parts, as the flow shown in Figure 13. First we conducted an online
survey with 100 participants on the Amazon Mechanical Turk (AMT) to understand the general opinion on
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possible application of the ‘in-air’ writing and drawing techniques with voice assistants and to learn the opinions
from general public. On a scale of 1-5, 86% of the participants have a familiarity with the latest mobile and
wearable technologies including or above 4, and 96% of them use voice assistants, with 74% use voice assistants
at least once a day. 87% of the participants have the experience of using stylus with a tablet. The online survey
shows a clear inclination toward the stylus as an input device as elaborated later in this section. However, the
online survey participants most likely do not have first-hand experience with an ‘in-air’ writing interface. To
bridge this gap, we recruited 10 participants for a separate in-lab, hands-on study and interview to learn specific
requirements from the ‘in-air’ input device and opinions on the modality of the input device. For this in-lab
study and interview we selected candidates who are familiar with latest smart technologies and experienced in
regularly using multiple input devices (e.g., touch display, stylus, smart rings, computer mouse, joysticks) for
writing, drawing, and gesture-based control. Participants took part in an ‘in-air’ writing and drawing activities
using a stylus and the index finger while the system captured the strokes along with a camera-based tracking
system for reference. The participants were interviewed before and after the activities.

4.2 Findings: Input Device Preference

4.2.1 Online survey. In general, 92% of the participants feel writing or drawing in the air can be a useful technique,
and 78% feel moderately likely or very likely use this technique regularly. Figure 14 shows the distribution of
users’ preferred input device among the choices of stylus, finger, smart ring, and smart wrist-band for writing in
the air.
When asked the reason for selecting a specific input device for in-air writing, drawing, or signing documents,
participants who opted for a pen-like device (stylus) primarily mentioned the ease of use and familiarity of such
a device.

“I think it’s the most natural version and the one that I am probably most accustomed
to.” [P1]

“Pen-like device will be much better than finger. Because we are used to that.” [P2]
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A significant number of participants mentioned accuracy as the reason to favor stylus over any other mode of
input.

“I would prefer a stylus-based device for drawing/writing/eSignature in the air because
it is highly accurate, quick, and easy to use. The stylus allows for precision and smooth
strokes while writing or drawing, allowing for accurate representations of shapes and
lines. The device also feels natural to use...” [P4]

“I think a stylus is much more accurate than anything else and I’m used to using it.” [P5]

A group of participants favored stylus for writing which needs more control over the strokes than sketches.

“Drawing freeform would be easier with just my finger, but for actual writing, I would
prefer to use a stylus, so that I can more precisely control exactly where the device is
reading from.” [P6]

The 28% participants who preferred to use a finger for ‘in-air’ input device in the online study, predominantly
mentioned the ease of device-free interaction as primary reason.

“Finger is the only option that doesn’t require another object to work so it would be
ideal for everyone, and at any time. Pens and rings would get lost and a wrist band feels
like it would be inaccurate for tracking smaller movements.” [P7]

4.2.2 In-lab study and interview. According to our survey as well as past studies on input modalities [22, 47, 55, 66],
a stylus or a pen-like device is preferred primarily due to its accuracy, ease of use, and speed. Our in-lab study
focuses on these parameters in understanding users’ opinion. In this in-lab study, we asked 10 participants to
perform ‘in-air’ writing and drawing activities using both stylus and finger. We categorize the tasks as ‘simple’
and ‘complex’. The simple activities involved writing short words and copying simple sketches, while the complex
tasks included writing long words and phrases and drawing a given object from imagination.

(A) Accuracy of the strokes. Figure 15 shows some example outputs that indicates better control, maneuver, and
accuracy with a stylus, particularly for complex writing and drawing. In the post-activity interview, 7 out of 10
participants confirms that the stylus’s outputs are closer to their “own handwriting on a paper”.

We asked the participants about their preferences for both simple and complex tasks before using the systems,
after using the systems but before viewing the results, and after viewing the results. As shown in Figure 16(a,b),
in general for simple writing/drawings, the preference between stylus and finger is evenly distributed, while for
complex movements, 9 out of 10 participants prefer stylus before usage and the preferences remain the same
after usage in favor of stylus. However, one person switched to finger after viewing the outputs for the following
reason. Note that in some cases, the user’s preference is undecided.

“if there is no tool needed, its easier to just write whenever you feel like instead of
looking for a tool” [L5]
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Fig. 15. Comparison of outputs using stylus and finger. The participants confirms that the outputs from the stylus are more
accurate to their intended strokes. Note: The strokes are not post-processed (e.g., pen-lift elimination).

However, the participant also mentioned that “its just more comfortable to write longer or more complex stuff
with the stylus” that supports our motivation.
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Fig. 16. (a) Preference of stylus and finger for simple drawings and writings and (b) for complex drawings and writings.

Five out of 8 participants who selected stylus as preferred device after comparing the outputs mentioned accuracy
as one of the factors to opt for this input device. Following are some notable comments.

“It depicted what I was trying to write more accurately.” [L1]

“Easier, output of stylus writing is actually closer to my actual writing style.” [L3]

“it gives better control over the details and continuity.” [L5]

(B) Ease of use. Besides accuracy, comfort or convenience of use is another important fact for an input device.
Existing work [55] shows that writing with finger results in greater displacement of wrist compared to writing
with stylus. Four out of 8 participants who selected stylus as preferred device for complex tasks mentioned
comfort or ease of use as the factor.
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“its just more comfortable to write longer or more complex stuff with the stylus” [L5]

“I’m used to drawing/writing with a pen, the output with a pen will be better as I can
rely more on muscle memory” [L8]

Wrist motion is related to energy expenditure during the task of writing and thus writing with fingertips induces
higher effort for the user [62]. A stylus in some other form factor such as a ring [84] or wrist-band [82] show
similar problem. Another work [34] shows even professionals that regularly used digital screens preferred the
stylus as an input method over finger as it proved to be easier, faster and more accurate. Our findings are aligned
with this study regarding the ease of use.

(C) Speed to writing or drawing. There has been inconclusive debate about stylus or finger is faster in performing
writing tasks where [55] claims finger is faster but on taking a deeper dive [66] claims that stylus is actually
faster when drawing complex shapes. In our in-lab study and interviews, none of the participants was confident
if the speed of writing or drawing was a decisive factor to select the stylus or the finger as an input device.

4.3 Findings: Target Applications and Scopes of Improvement
We asked both online survey and in-lab study participants about possible utilities of the simultaneous voice
and handwriting interface on voice-first devices. All the responses were positive about this additional interface
and added to our understand of the possible application space. A majority of the responses mentioned taking
quick and time-sensitive notes, including grocery lists with specific information, phone numbers, appointment
reminders, or a mathematical formulae of a measurement. A participant mentioned taking notes of a specific
shape and being able to interact with the voice-assistant with both speech and approximate drawings. One of the
in-lab study participants mentioned that such an interface can encourage journal keeping by allowing to add a
thought easily as it comes to mind. A significant number of participants expressed excitement in the possibility of
electronically signing a document on voice assistants. The major concerns about the stylus-type input device and
direction for improvement was about making the device lightweight and comfortable, identifying and eliminating
pen lifts between two segments of letters, alignment of the virtual writing plane, and a way to provide haptic
feedback to emulate a writing surface in the air.

Along with physical measurements of the movement of the active stylus in air during writing, we incorporate
the application-specific feedback collected during the user studies in our prototype design.

5 APPLICATION-SPECIFIC DESIGN
Precise motion tracking on voice assistants can benefit a wide range of existing applications and open up
possibilities for new ones. Several non-verbal human-machine interfaces can be developed with gesture and
motion tracking. We have developed natural handwriting detection as the representative application. Detection
of words written in the air is a classic application explored with a variety of sensing modalities. We pushed
the boundary of this application by not only enabling fine-grained motion tracking required for subtle strokes
created during sub-mm movements of the fingers, but also developed techniques for post-processing the data so
that even the handwriting can be verified from the notes. Interestingly, during the process of motion detection,
Scribe’s signal does not interfere with the voice signal and therefore the voice assistant can perform its regular
operations while simultaneously capturing the writing.

Scribe detects the pen strokes by localizing the acoustic source (the primary signal). However, recovering
meaningful writing from the continuous trajectory of the pen tip will require addressing two challenges. (a)
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Pen-lift between 
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Fig. 17. An analysis of the handwriting process. Each character has two to four clusters that have slower moving speed than
the strokes and pen lifts.

Pen-lift elimination:While writing on paper or other solid surfaces, we often lift the tip to jump to the next
stroke which is disconnected from the current one, as shown in Figure 17. This event is transparent while writing
on a solid surface like a paper or a tablet screen as it does not generate any strokes. However, 3D tracking-based
writing detection cannot naturally distinguish a pen-lift event from the actual strokes. (b) Flattening virtual
surface: Given the user can write at any angle on her assumed surface in the air and the surface is not flat, the
projection of the 3D trajectory on the horizontal plane leads to distortion of the strokes. The distortion often
makes the writing illegible to both humans and automatic text recognizing software.

5.1 Localization in 3D Space
Distances from at least three spatially separated microphones enable us to apply the traditional trilateration
method [27] to find the 3D location of the target in space. We use distance measurements from all the available
microphones for location estimation using a multi-lateration technique. Therefore, the location of the target
should be somewhere on a sphere of radius 𝑑𝑚 , centered at the microphone’s location. Theoretically, we should
be able to find the location of the target by solving the system of 𝑁 equations. However, in practical systems, the
individual distance measurements are not perfect due to noise, and therefore, the spheres do not have a common
solution. We use the following optimization to find the estimated location of the target in 3D space. It essentially
minimizes the distance of the estimated location from all the spheres.

argmin
𝑥,𝑦,𝑧

𝑁∑︁
𝑖=1

√︃
(𝑥 − 𝑥𝑖 )2 + (𝑦 − 𝑦𝑖 )2 + (𝑧 − 𝑧𝑖 )2 − 𝑑2

𝑖
(3)

5.2 Removing Pen-Lift From Virtual Surface
The 3D trajectory contains both the actual pen strokes, which are a part of the writing, as well as the stray
movements, like pen-lifts. As shown in Figure 18(b), the written word ‘fit’ is unrecognizable from the raw
trajectory of the pen because of unwanted marks due to pen-lifts in between two disconnected strokes. To avoid
this error, we will first need to identify the accurate start and end of the pen-lift trajectories.

Handwritten letters and drawings can be viewed as a collection of stroke segments of different curvatures and
lengths. Each of these segments starts and ends with a change in direction of the stroke. While it is difficult
to quantify an angle or sharpness in the change of directions of segments due to various writing styles and
user-dependent features, the velocity of the pen movement offers a reliable feature. In Figure 18(a), we show the
speed change when writing the word "fit". We detect the clusters where the speed arrives at a local minimum.
Then we show the detected clusters in Figure 18(b). The red points are those mapped to the local minima in
speed, which are the turning points of handwriting. The segment-by-segment annotated handwriting reveals
that the speed of the pen comes to a low value at the end of a segment and just before the beginning of the next,
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Fig. 18. An example of pen lift removal of the word "fit". (a) The variation of speed during handwriting. We detect the clusters
of local minimas. (b) When mapping the detected clusters with local minimum of speed, we find the clusters are the turning
points of writing. (c) Processed "fit" with all pen lifts removed.

as shown in Figure 17(b). We adopted this intuition by first calculating the velocity of the pen between every two
samples of location on the trajectory.

As shown in Figure 18(a) and (b), a cluster of 3D location points that corresponds to the local minima of the
time-varying velocity indicates the start or end of a segment. Note that these clusters i.e., the ends of the segments
necessarily belong to the imaginary writing plane in the air. Now it is left to identify a pair of such clusters
indicating the start/end of a pen-lift. To this end, first, we fit a triangular plane to each three of the clusters. A
stroke segment joining two clusters of this triangle is either entirely a valid stroke or a pen-lift. We calculate
the orthogonal distance of all points of a segment from this plane to identify a pen-lift segment by its off-plane
movement. Figure 18(c) is the processed handwriting after removing pen lifts. In a few rare cases, the user slows
down during a pen-lift movement which erroneously produces a cluster on a pen-lift trajectory. Our algorithm
mistakenly includes these pen-lift trajectories as valid strokes. We correct this by fitting a third-order plane
through all the clusters. Given the variations in the imaginary writing, a plane is smooth corresponding to sudden
movements for pen-lifts, the spurious clusters on the pen-lift trajectory stand out from this fitted plane. These
clusters are then pruned before applying the triangle fitting mentioned above.

Fig. 19. An example of plane flattening of the word "home".

5.3 Flattening Writing Surface
Scribe aims to develop a natural writing interface on the voice assistants and therefore, does not restrict the
orientation of the writing plane or the writing style. The user can simply write in the air near the voice assistant
and Scribe attempts to produce the writing (or drawing) in a human and machine-readable form. A simple
projection of the trajectory on to the horizontal plane can severely squeeze and distort the writing.

For the conversion of the 3D trajectory to 2D writing, we first identify the writing surface from the 3D point
cloud of the trajectory points by fitting a third-order surface to them. This smooth surface is the assumed virtual
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Fig. 20. (a) Hardware setup for system evaluation and (b) Vicon system for ground truth of 3D accuracy.

plane on which the user has written. Next, we take an orthogonal projection of the points from the 3D pen
trajectory on this surface. Note that the pen-lift and other stray marks are already removed from this trajectory
data in the previous step. The next step is to project this arbitrary writing surface, along with the writings, on the
2D horizontal plane. The curves on the writing surface will require careful flattening to avoid any distortion of
the written strokes during projection. We refer to the techniques used in mesh parameterization for this purpose.
While there are several techniques for curved surface flattening and transformation [29, 61], we adopted an
isometric mapping (Isomap) [65] based approach. Isomap is a non-linear dimensionality reduction technique
and several recent techniques [8, 15, 85, 90] build on this core idea to flatten triangularized mesh surfaces. This
approach particularly suits our purpose as the algorithm keeps the geodesic distance between the points of the
writing unchanged. Although Isomap is not the fastest algorithm for surface flattening, it provides robustness
and applies to surfaces with sharp curves that occasionally appear on our unsupported writing surface. Figure 19
shows a flattened surface of word “home” from the original 3-dimensional space to the 2-dimensional plane.

6 IMPLEMENTATION
To validate our implementation of Scribe, we build a hardware prototype and data processing pipeline. As
shown in Figure 20(a), we use a 7-microphone array placed horizontally on the table and two low-cost($0.5)
ultrasound speakers [21]. The size of the microphone array is the same as Amazon Echo, with distances between
microphones as 3.6cm. We used omnidirectional ADMP401 MEMS microphones [24] sampled at 16kHz, similar
to the components used in the Amazon device [6]. The microphones are sampled simultaneously using a multi-
channel data acquisition system [39]. The secondary ultrasound speaker is placed at the same plane as the
microphone array, 15cm away from the center. The primary speaker is equipped with a pen-shape stylus or act as
a transmitter to project signal in the air. The speakers are driven and synchronized by a Keysight 33500B function
generator. The collected data is processed offline using Matlab scripts on a computer. For 3D accuracy evaluation,
we use Vicon [67] system as our ground truth, as shown in Figure 20(b).

Table 1. Comparison with prior works on acoustic motion tracking.

System Setup Tech. Audible 1D/3D Accu. Refresh rate Range Mic sep. Compat.*
CAT [48] Speaker-Phone FMCW N 4mm/9mm 25Hz 7m 90cm No

SoundTrak [87] Speaker-Watch Phase Y –/13mm 86Hz 20cm 4cm No
MilliSonic [70] Microphone-Phone FMCW + phase N 0.7mm/2.6mm 40Hz 3m 6-15cm No

Scribe Alexa-speaker CFCW + phase N 0.07mm/1.4mm 333Hz 70cm 3.6cm Yes
∗ Column ‘Compat.’ indicates if the solution is compatible with voice interfaces on low sampling rate devices like Amazon Alexa.

7 EVALUATION
Table 1 summarizes the performance of Scribe and compares with existing techniques.
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Fig. 21. Location error.
7.1 Location Tracking Performance
7.1.1 3D location tracking accuracy. We measure the 3D localization and tracking accuracy with the distance
estimations from 7 microphones in the array and the 3D localization algorithm described in Section 5.1. To get
the ground truth, we use the optoelectronic motion capture system of Vicon with 0.2mm tracking accuracy with
a frame rate of 250Hz. We also use the same frame rate so that the distance estimations can be matched. The 3D
region of detection is 0.5𝑚 × 0.5𝑚 × 0.4𝑚. The frequency of the primary speaker is 40/42kHz. Figure 21 shows the
CDF of 3D localization for Scribe. The median error is 1.4mm with a 3.6cm distance between the microphones.
We evaluated Scribe with the similar microphone array configuration available in off-the-shelf voice assistants.
Figure 22 shows some qualitative examples of 3D tracking. Here the red lines indicate the ground truth trajectory
captured by the Vicon system, and the blue line is the trajectory estimated with Scribe.

Fig. 22. 3D tracking examples. The red and blue lines represent estimates from Vicon and Scribe respectively.

7.2 Performance of Voice Recovery
Scribe is capable of simultaneously recovering voice and localization signals since Scribe only occupies 7kHz
frequency, minimizing interference to the frequency band of voice. In this section, we evaluate the quality of the
recovered voice in the presence of a ranging signal. We apply an existing i-vector-based speech-independent
speaker authentication [30] and Google speech-to-text conversion [5] techniques for the evaluation of voice
recovery. We first train the speaker authentication model with 9 males and 9 females in the Pitch Tracking
Database from Graz University of Technology (PTDB-TUG) [56], where each subject has 236 8-second voice
pieces. Then we enroll one male and one female using three voice samples. We use the rest 233 samples for
testing. To get the ground truth of the system, we first use the original voice pieces for testing. After that, we
play the samples while collecting the 7kHz handwriting tracking signal, and save them for testing. We show the
accuracy with 7kHz in Figure 23, the error rate only increases from 6.26% to 8.28%, which indicates the speaker
authentication system is robust despite simultaneous reception of handwriting tracking signal. For speech-to-text
conversion, we have one male and one female speaking 5 sentences each during the hand movement with and
without Scribe. We feed the recorded signals to the speech-to-text converter Google Speech Recognition without
any change. The word recognition accuracies of converted text messages are both 96.0%. One example of the
sentence is "Hi Alexa, I am using air writing to draw a star". The recognized text is "Hi Alexa, I am using hair
writing to draw a star".
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Fig. 23. Speaker authentication without (left) and with
(right) the 7kHz handwriting tracking signal.
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Fig. 24. Spectrogram of the recorded signal under hu-
man voice (left) and 3D results under different types of
human voices and environmental noises (right).

7.3 Performance Under Human Voice and Environmental Noise
To evaluate the performance with human speaking while writing in the air, we perform the same process of
evaluation as the 3D localization. The only difference is we play the noises at the same time. We test the robustness
under 50/60/70dBSPL of human voices. Note that the highest strength of human speaking in daily life is 50dBSPL.
Even when the sound level is 70dBSPL, the median error of Scribe is 2.4mm, as shown in Figure 24(b), meaning
the human voice does not affect its accuracy with a 16kHz sampling rate. Figure 24(a) shows an example of
the spectrogram of the recorded signal. There is a clear separation between the frequencies of a human voice,
environmental noise, and the 7kHz down-converted signal for tracking. We also play three representative types
of environmental noises in the home, mall, and restaurant. The sound levels are set as 60dBSPL. The median error
of Scribe with noises in malls and restaurants are 1.4mm and 1.6mm, respectively. The error under home noise is
3.4mm which is relatively high. The reason is that the frequency of running water has a component of 7kHz.

7.4 Performance of Handwriting Recovery
To verify our accuracy of in-air writing-to-text conversion, we recruit ten participants (2 female and 8 male) to
do a small-scale user study. The users were asked to draw 5 words each both on paper and in air separately. Our
objective is to compare the accuracy of writing to text conversion with handwriting on paper and in the air. To
enable a fair comparison, we attach the primary speaker to an apple pencil. After capturing both the on-paper
and in-air writings, we feed them into Google Keep for writing-to-text conversion and compare the accuracy. As
shown in Figure 25, we compare the accuracy of each word from the ten users, which are "alexa", "home", "okay",
"sign", and "word". The accuracy is the number of correctly detected characters over the number of characters.
We find the overall accuracy of Scribe and on-paper writing are 94.1% and 96.6%, which means Scribe shows
comparable accuracy with writing on paper. The accuracy of recognizing Alexa is relatively lower than other
words since the way users are writing "x" varies a lot. Some of the "x" is recognized as "n" for some users. To
test our performance of handwriting recovery, we write both paragraphs and single words in the air. For the
paragraph recovery, we write six representative paragraphs in the air and use Google Keep to convert images
from text with an accuracy of 92.4%. In Figure 26, we show two representative examples.

7.5 Performance of Signature Recovery
To test the performance of signature recovery, we apply both human study and existing deep learning-based
signature verification models. Our objective is to compare the similarity of the handwritten signatures and
in-the-air recovered signatures. Not only the written text can be recognized, but the biometric characteristics in
handwritten signature actions can be accurately captured, so that signature verification is possible.
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Fig. 25. The accuracy comparison between
the image-to-text conversion of on-paper
and in-air handwriting.

Fig. 26. Examples of paragraph recovery.

For human study verification, we first recruit 20 participants (4 female and 16 male) to sign their signatures both
on an iPad using an apple pencil, and in the air. They were asked to sign in a 10 × 5𝑐𝑚 block, as small as the
electronic signature pads used in stores. The distance from the microphone array to the block is 10cm. Note
that these signatures are not their real signatures. To avoid the inconsistency between the two signatures, we
attach the primary speaker to the apple pencil. In theory, the primary speaker will move in the air with the same
trajectory as on the iPad. In practice, interference also happens since the users may slightly rotate their apple
pencil while writing. We treat this interference as unavoidable. After capturing in-air signatures, we recover the
raw trajectory, apply pen-lift removal and surface flattening, and save them as images.

7.5.1 Professional signature verification. After capturing both on-tablet and in-air writings, we first ask a signature
verification professional to give his opinion on if the 20 pairs of signatures are matched or not. The professional
treats 18 out of 20 pairs are matched, resulting in an accuracy of 90%. The strategy of signature matching follows
two rules: (1) the structure of the signatures should be the same, including the shapes of the whole signature
and each character. (2) The angles of the pen touching and lifting the surface should follow the same trend. We
show two examples in Figure 27, including one pair of matched and one pair of not matched signatures. The
explanation from the professional for the unmatched pair is that the shape of ’d’ is different, and the angle of the
pen lift when finishing the signature is not the same.

7.5.2 Opinion of common users. After that, we select five pairs of signatures and post a survey on Amazon
Mechanical Turk. 30 people participated in the survey to share their opinions on if the in-air signatures are real
or forged. The participants selected their confidence scores ranging from 0 to 10. Here, 0 means they have very
low confidence that the pair of signatures are from the same person and 10 means they have very high confidence
that the pair of signatures are from the same person. A score of 5 will show that they are 50% sure (in the middle)
that the pair of signatures are from the same person. We also give the participants a list of features that are
commonly used for signature verification: signature shape and dimensions, pen lifts, shaky handwriting, signs
of retouching, letter proportions, letter slants, and smoothness of curves. Figure 28 shows the distribution of
the confidence scores from 5 pairs of signatures and 30 participants. Among the 150 ratings, 85.3% of them are
more than 50% sure that the pair of signatures are from the same person. This result means Scribe not only can
capture the recognizable written characters but also can capture precise biometric characteristics of handwritten
signature actions, which can be used for signature verification. Several examples of signatures are shown in
Figure 29.

7.5.3 Automatic signature verification. Besides human study, we also apply two existing deep learning-based
offline signature verification models to compare the similarity of the handwritten and recovered signatures.
Signver [26] is a deep learning library for signature verification. This project won the Best Computer Vision
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Fig. 29. Examples of signature pairs on iPad tablet (top)
and recovered in-air signature (bottom).

Application Award in AWS Deep Learning Challenge. It measures the cosine distance between the extracted
features of two signatures to verify if they match or not. The smaller the distance, the more confident the
signatures are from the same person. Signet [25] is a well-known deep learning model for offline signature
verification. This model uses a convolutional siamese network to envelop minute inconsistency in signatures into
the extracted features, and compute the euclidean distance between the features. For both models, the smaller
distance between extracted features represents the higher similarity between signatures. We used the 20 pairs of
on-paper and in-air signatures from different people as our dataset. After that, we compute the distances between
pairs of signatures from the same and different people. As shown in Figure 30, the equal error rates are 0.14
and 0.29, respectively. This result shows the on-paper and in-air signature pairs share a very high similarity.
Moreover, we tested the thresholds for signature matching in both the models using their training datasets, which
are 0.3 and 28 with equal error rates of 0.12 and 0.23, comparable with the thresholds and equal error rates using
our dataset. This result shows that on-paper and in-air signatures have reasonable similarities for signature
verification.

Fig. 30. The accuracy of signature matching using Sign-
ver (left) and Signet (right).
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Fig. 31. 1D results for 40/42kHz (left) and 60/62kHz
(right) for different distances.

7.6 Impacts of External Conditions
7.6.1 Distance to the microphone. Figure 31 shows the CDF plot of 10-40cm and 41-70cm for 40/42kHz and
60/62kHz primary channel, respectively. The plot shows that the system performs better in the 10-40cm range,
with median errors of 0.14mm and 0.07mm for 40/42kHz and 60/62kHz frequencies. It also confirms that higher
frequency performs better following the theory. When the distance increases to 41-70cm, the median errors
are 0.23mm and 0.24mm. The increase of error is because the SNR of the acoustic signal reduces with distance.
Moreover, when the distance increases, 60/62kHz frequency does not perform better than 40/42kHz. The reason
is the higher frequency signal attenuates faster than lower frequency signals. Overall, the median error is still
within 0.25mm in 41-70cm distance.

7.6.2 Plane shift. We evaluate the performance when writing at different planes, including flat plane on top, flat
plane besides, slant plane besides, and vertical plane on top. As shown in Figure 32(a), aside from writing on the
flat plane beside the array, the median errors are all within 2mm. The median error of writing on the flat plane
beside the array is 3.3mm. The reason is when writing on the same plane with the microphone array, the pattern
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Fig. 32. Performance under different plane shifts (left) and size
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Fig. 33. The CDF of ranging error.

of distance changing is similar for all the microphones. Thus, same distance estimation error will cause a bigger
location error.

7.6.3 Size of the word. To test the effectiveness of writing recovery with different sizes, we write the word
"home" in widths from 3 to 20cm. As shown in Figure 32(b), we find that even in a width of 3cm (0.75cm per
character), we still can recover the word clearly and can be recognized by Google Keep. This result means Scribe
is applicable for capturing regular sizes of writing for humans.

7.7 Ablation Study
We perform an ablation study on our end-to-end system to evaluate the performance and effectiveness of different
components. Here we present an analysis on the operating frequency for the pure-tone-based ranging, the virtual
pen-lift detection and the elimination method, the surface flattening and 2-dimensional projection technique,
the multipath elimination technique in the context of the cross-frequency sonar, and the system’s robustness to
Doppler shift. We also measure the individual contribution of different modules on the overall latency of the
system.

7.7.1 Performance for different operating frequencies. To evaluate the impact of frequency, we collect data 5
times for each frequency for the primary channel. During this experiment, we maintain a 7kHz separation
between the primary and the secondary frequencies. Figure 33(a) shows the cumulative distribution function
(CDF) plot of the ranging error with frequencies 20kHz, 40kHz, 60kHz, and 80kHz. The signals are transmitted by
transmitters resonate at 20kHz [2], 40kHz [21], 60kHz [3], and 80kHz [4]. Note that there is no non-linearity of
the microphone for 20kHz signal, so we directly estimate the distance from the 20kHz frequency. The frequency
was hopped between the base frequency and 2kHz higher. This plot shows that the accuracy increases with the
higher frequencies, with median errors of 0.48mm, 0.16mm, 0.076mm, and 0.073mm. The accuracy difference
between 60kHz and 80kHz is small.

7.7.2 Performance of the Pen-lift elimination module. To evaluate the performance of pen lift removal, we first
identify the types of pen lifts: (1) pen lift before starting writing, (2) pen lifts between short lines, (3) pen lift
between drawing circles, (4) pen lift when changing the line of writing, (5) pen lift when finish writing, (6) pen lift
between characters, (7) pen lift within characters. We design four trajectories to evaluate all types of pen lifts. All
the trajectories include types 1&5. The first trajectory includes two short dashes in the first line, and two circles
in the second line, for the evaluation of types 2, 3, and 4. To evaluate type 5, we have two words "yes" and "go".
Another word "fit" is designed to evaluate type 6. We ask 5 users (4 male and 1 female) to write these trajectories
in the air. The plane is 30cm on the top of the microphone array. The accuracy is shown in Figure 34(a). Overall
accuracy is higher than 93%. We also show the CDF of the ratio between the number of removed points over the
number of points in pen lifts in Figure 34(b). The median value is 97%, only 3% to the 100%.
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7.7.3 Performance of surface flattening. When people are writing in the air, they may naturally deviate from the
plane of writing. We take samples with various inclinations of the writing plane. After flattening the accuracy
for recognition improves. We evaluate this feature by writing various words in different orientations in space
and compare the text recognition results using Google Keep before and after flattening with the one written
on paper by the same person. We find that when there is an overlap between two characters or characters ex
without flattening, they cannot be recognized successfully. For accuracy comparison, we compute the percentage
of correctly recognized characters. Figure 35 shows the results of projection and our flattening technique when
written at different orientations, and the accuracy plot shows that text recognition accuracy degrades with
projection but remains almost the same with flattening in all orientations.

Fig. 36. Scenes of different multipath (a) wall, (b) clutters (3) both clutter and wall.

7.7.4 Robustness to multipath. We consider the common multipath when putting Alexa at different locations in
a room, including a wall in behind, in clutter, and both in clutter and a wall in behind. The scenes are shown in
Figure 36 and results in Figure 37(a). When there is multipath, the median errors are still within 1.4mm, which
means Scribe is robust to multipath. To test the effectiveness of the cross-frequency approach for multipath
elimination, we do the same experiment with a wall behind, but only using one pair of frequencies. As shown in
Figure 37(a), the median error increases to 10mm, meaning our multipath elimination approach is effective.
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Fig. 37. (a) Comparison of the performance under multipath with and without CFCW for multipath elimination. (b)
Performance of Scribe with different frequency resolutions under Doppler shift.
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7.7.5 Robustness to Doppler shift due to movements. To test the effect of moving speed, we draw three shapes
at speeds of 0.2𝑚/𝑠 , 0.5𝑚/𝑠 , 0.8𝑚/𝑠 , and 1𝑚/𝑠 . The frequency band of the primary speaker is 40-42kHz. The
maximum frequency shift caused by the Doppler effect is 126Hz. As shown in Figure 37(b), the median errors are
all within 1.9mm when the speed is within 0.8m/s. The error increases to 2.6mm when the speed is 1𝑚/𝑠 . This
result shows our system is reliable with a 1𝑚/𝑠 moving speed, which is an extreme case of hand movement in
the air.

7.7.6 Latency. Latency plays a crucial role in user experience. We measure the latency of each building block
using MATLAB. The latency of start point detection is 2.1 seconds. Note that we suppose we already detected the
start point before the user touches the stylus and starts the writing, thus the time length for start point detection
does not count as a delay. The time length for detecting a location in 3D is 0.4ms, causing a delay of 0.4ms. The
pen lift removal and plane flattening is processed word by word. The latency of pen lift removal is 0.5s and plane
flattening is 0.9s. These two modules cause a delay of 1.4 seconds. The latency of the whole system is 1.4s, which
is tolerable for applications such as two-factor authentication and ‘liveness’ detection. For applications that only
require raw stylus tracking, the latency is only 0.4ms.

8 DISCUSSION
Here we discuss the potential design implications of the presented work, limitations and future directions.

8.0.1 Frequency vs accuracy vs distance. Although in theory, the frequency values of the ultrasound signals are
the higher the better to achieve higher accuracy, the frequency value still has a limit in practice based on the
application we want to support. A higher frequency can provide higher accuracy. At the same time, the higher
the frequency, the faster the attenuation in the air. Thus, a ranging/localization system should carefully select the
frequency values based on both accuracy and distance requirements. For a system that has higher accuracy but
lower distance demands, it is applicable to increase the frequency.

8.0.2 Tracking multiple concurrent trajectories. In this paper, we consider the application scenarios in which
we only need to track one user. But it is possible to track several users simultaneously, if we carefully select
the frequencies of the signals. The first requirement is the down-converted signals should fall into different
frequency bins. That is the frequencies of the primary speakers in hand should have a clear gap between each
other. Moreover, we need to make sure the ultrasound signals transmitted in the air do not interfere with each
other, i.e., the frequencies of the multipath signals do not overlap with the frequencies for gesture recovering. We
keep this topic for future work.

8.0.3 e-Signature interface. A signature is basically a stylized form of handwriting, and we are not the first
to recognize the application of in-air writing. With the advent of smart devices, several techniques have been
proposed to enable a virtual writing interface in the air [48, 53, 70, 87]. While writing recognizable words is
possible with these techniques, they are far from being a natural interface for capturing signatures. Unlike written
or drawn-on paper or tablet screens, existing in-air writing interfaces cannot capture the individualized style of
writing or replicate the precise strokes of a drawing, therefore cannot be used to capture the human signatures.
The voice assistants come with a well-designed acoustic frontend including a planar microphone array ideal for
localization and spatial analysis of sound. This makes voice assistants a natural interface for users signing their
signatures beside them. More than the opportunity to precisely capture the signatures, the IP addresses, voice
characteristics, and even encryption can be applied to voice assistants to further secure the e-signature collection
and verification process.
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9 RELATED WORK
The literature is rich in spatial analysis and localization. We sample below three topics closely related to this
work.

9.0.1 Acoustic motion tracking. Acoustic signals are actively being explored by the research community for
precise localization and tracking [10, 11, 14, 16, 31, 32, 35, 76, 86]. Existing studies detect minute body movement
to monitor sleep apnea events [51] and breathing for adults [81] and infants [72]. AAMouse [86] applies Doppler
shifts of acoustic signals to track hand movements in real-time. CAT [48] further enhances the tracking accuracy
by analyzing both FMCW and Doppler shift of acoustic signals. FMCW maps time difference to frequency shift,
without the need for precise synchronization. SoundTrak [87] tracks accumulated phase shift for continuous
tracking of a speaker in the air. MilliSonic [70] also applies the FMCW signal on hand tracking. To achieve
sub-millimeter level accuracy, it tracks the phase shift of FMCW. On the other hand, LLAP [77], FingerIO [53],
and DeepRange[49] achieve device-free mm-level finger motion tracking. In our work, we explore the possibility
of finer localization that does not interfere with voice interface on low sampling rate voice assistants. The CFCW
sonar technique used in Scribe enables household acoustic devices to achieve tens of micrometer-level motion
tracking accuracy.

9.0.2 RF and inertial sensor-based motion tracking. We have seen rich literature on developing radio frequency
techniques for localization and tracking, such as commercial battery-free tags [36–38, 73, 75, 80, 83] and custom
RF backscatter [18, 20, 40, 45, 52, 68, 74]. However, they still cannot outperform acoustic motion tracking due
to the tradeoff between latency, frame rate, and motion detection. Systems which can provide centimeter-level
results either require a highly constrained environment [73, 83] or have frame rates less than 1 Hz [41, 46] since
these systems need to step over hundreds of megahertz of bandwidth and take several seconds to compute a
single location estimate. More recently, novel systems have been proposed to significantly reduce the latency of
localization systems to tens of milliseconds. However these systems either require using multiple antennas on
the backscatter tags [52] or using multiple RF transmitters by scanning over the different spectrum [44]. Inertial
sensor-based motion capture is based on miniature intertial sensors, sensor fusion algorithm, and biomechanical
models [17, 63, 64]. Inertial sensors can only measure the motions, but not the absolute locations.

9.0.3 Channel non-linearity. We are not the first to exploit non-linearity to down-convert the frequency of the
recorded signal. The notion of exploiting non-linearity was originally studied in 1957 by Westervelt’s seminal
theory [78, 79]. The closer use of Scribe to our System is Backdoor [59] which shows that ultrasound signals can
be designed to become recordable by unmodified microphones. More studies use non-linearity of microphone for
side-channel attack [28, 43, 57, 89], indoor localization [42], and communication [12, 13]. Different from existing
studies applying second order of non-linearity, another work [19] uses the third order term to further boost
the vibration sensing granularity. While third order term can further boost the phase change to sense minor
movement, it drastically hinds the range of sensing due to the low signal strength.

10 CONCLUSION
This paper develops an acoustic motion tracking interface for voice assistants. Scribe proposes a high-resolution
CFCW-based distance and tracking estimation algorithm leveraging the nonlinearity of the microphone. Moreover,
Scribe is the first motion tracking work that can co-exist with voice interface on low sampling rate voice assistants.
Evaluations of the prototype show a 1-D ranging error of 73 micro-meter and below 1.4 millimeters of median
error in 3D trajectory tracking. This paper presents multiple benchmarks, pilot user studies and evaluation for
some specific applications. The design of Scribe enables an interface on voice assistants for capturing handwritten
notes, drawings, and signatures and can extend to a non-verbal mode of human-machine interaction.
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